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Abstract. These days, the ability to predict the result of the development of the system is the guarantee of the successful
functioning of the system. Improving the quality and volume of information, complicating its presentation, the need to
detect hidden connections makes it ineffective, and most often impossible, to use classical statistical forecasting methods.
Among the various forecasting methods, methods based on the use of artificial neural networks occupy a special place. The
main objective of our work is to create a neural network that predicts the risk of depression in a person using data obtained
using a motor control performance testing system. The stop-signal paradigm (SSP) is an experimental technique to assess
a person’s ability to activate deliberate movements or inhibit movements that have become inadequate to external condi-
tions. In modern medicine, the SSP is most commonly used to diagnose movement disorders such as Parkinson’s disease or
the effects of stroke. We hypothesized that SSP could serve as a basis for detecting the risk of affective diseases, including
depression. The neural network we are developing is supposed to combine such behavioral indicators as: the amount of
missed responses, amount of correct responses, average time, the amount of correct inhibition of movements after stop-
signal onset. Such a combination of indicators will provide increased accuracy in predicting the presence of depression in
a person. The artificial neural network implemented in the work allows diagnosing the risk of depression on the basis of
the data obtained in the stop-signal task. An architecture was developed and a system was implemented for testing mo-
tor control indicators in humans, then it was tested in real experiments. A comparison of neural network technologies and
methods of mathematical statistics was carried out. A neural network was implemented to diagnose the risk of depression
using stop-signal paradigm data. The efficiency of the neural network (in terms of accuracy) was demonstrated on data
with an expert assessment for the presence of depression and data from the motor control testing system.
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AHHOTayums. B HacToAwee BpeMA BO3MOKHOCTb CMPOrHO3npoBaTb pe3ynbTaT Pa3BUTUA CUCTEMbI — 3aN10T yCnewHoro d)yHK-
LVMOHNPOBAHNA CUCTEMDI. lNoBblleHNe KauecTBa U ob6bema VIHd)OpMaLl,VIVI, YCNOXHEHNE ee npeacTtaBneHnnA, HEO6XO,QVIMOCTI>
06Hapy)KI/IBaTb CKpbITble CBA3W AenatT Head)d)EKTI/IBHbIM, a Yalle BCero HeBO3MOXHbIM, NMprMeHeHne KraccnyeCcknx crta-
TUCTUYECKMX METOA0B NPOrHO3MpoBaHMA. Cpe,cu/l pa3HOO6pa3HbIX MeTOoAO0B MNMPOrHo3npoBaHnA 0coboe MecTo 3aHUMaloT
MeTOAbl, OCHOBAaHHbI€ Ha NCMOJIb30BAHUN NCKYCCTBEHHbIX HeﬁpOHHbIX ceTell. 3ajavent Halen pa6OTbI ABNAETCA CO3aHne
HeI7IpOHHOI‘/'I ceTn, nporHo3V|py|ou4el7| PUCK BO3HNKHOBEHUA Aenpeccnun 'y 4enoBeka, C MOMOLLbIO AaHHbIX, MONy4YeHHbIX Npn
NCnoJyib30BaHNN CNCTEMDI TECTUPOBAHNA nokasarenen MOTOPHOI0 KOHTPONA. Cron-curHan napagnrma (CCN) - 370 3KCNe-
pVIMeHTaI'IbeII7I MEeTOZ, MO3BONALWNN OLEHUTD CNOCOGHOCTb YenoBeKa AKTMBUPOBATb LieneHanpaBneHHble ABUXEHWA NN
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Computer neural network for the diagnosis of depression
on the basis of the stop-signal paradigm

NoAaBnATb [ABVKEHUA, CTaBLUMe HeaAeKBaTHbIMM BHELLHMM ycnoBuAM. B coBpemeHHomn meauumHe CCI vale Bcero npu-
MeHAeTCA A1 AUAarHOCTUKIM ABUraTe/bHbIX HAPYLIEHNIA, TaKNX Kak 6one3Hb MapKnHCOHa nnv NocneacTBrsa nHcynbta. Ml
npegnonoxunu, yto CCIN MOXeT CNy»K1Tb OCHOBOW AN BbiSBAEHNA pUcKa pa3Butua apdeKTrBHbIX 3ab60neBaHniA, BKO-
Yana genpeccuio. B paspabatbiBaemMol Hamy HEMPOHHOW CETV MPeAMnoNnaraeTcd KOMOMHUPOBaHME TakUX NMOBEAEHUYECKNX
nokasatesei, Kak KoIM4yecTBO MPOMyLLEeHHbIX OTBETOB, KONMYECTBO NPaBWibHbIX OTBETOB, CpefHee BPeMsA, KONMYecTBO
BEPHbIX TOPMOXKEHUI NOC/e NOABNEHNA CToM-cMrHana. Takoi Habop nokasaTenen obecneynT NOBbILWEHHY TOYHOCTb NPO-
rHO3MPOBAHUA HaIMYMA Aenpeccun y yenoseka. PeannsosaHHasa B paboTe NCKYCCTBEHHAA HeMPOHHaA CeTb NO3BOMIAET MO
[aHHbIM, NONYYEHHbIM C MOMOLLbIO PUKCALMM PeaKLMM Ha CTUMYJIbl CO CTOM-CUTHANOM, AMArHOCTUPOBATb PUCK BO3HUKHO-
BeHMA flenpeccmu. PaspaboTaHa apxmnTeKTypa 1 peanmsoBaHa cMcTeMa TeCTUPOBaHMWA NoKasaTesell MOTOPHOrO KOHTPONA
Y UesioBeKa, 3aTeM NPOTeCTNPOBaHa B peasbHbIX dKCnepumeHTax. [poBefeHO CpaBHeHME HEPOCETEBbIX TEXHOMOIMIA 1
MeTOL0B MaTeMaTUUYECKON CTaTUCTUKN. Peann3oBaHa HeipoHHaA ceTb ANA AMAarHOCTMPOBAHMA PUCKa BOSHUKHOBEHMSA fe-
npeccum no AaxHHbiM CCM. Ha nprMepe AaHHbIX C SKCMEePTHOW OLIEHKOWN Ha Hanuyme fenpeccumn 1 pe3ynbTaTos, NoJyYeH-
HbIX NMPY NCMONb30BaHUN CUCTEMbI TECTUPOBAHWA NOKasaTesiell MOTOPHOTO KOHTPOSIA, MPOAEMOHCTPUPOBaHa d3bdeKTMB-
HOCTb HEMPOHHO CeTH (C TOUKM 3PEHNA TOYHOCTH).

KnioueBble cioBa: CTOM-CUrHaN Napagnrma; UCKyCCTBEHHaA HeMPOHHaA ceTb; cMCTeMa TeCTUPOBAHUA; PUCK BO3HMKHOBE-

HUA agenpeccnin; MallMHHoe o6yqu|/|e.

Introduction

The ability to predict the result of the development of the
system is the key to the successful functioning of the system.
Improving the quality and volume of information, complicat-
ing its presentation, and the need to detect hidden connec-
tions makes it ineffective, and most often impossible, to use
classical statistical forecasting methods. Among the various
forecasting methods, methods based on the use of artificial
neural networks occupy a special place.

The main objective of our work is to create a neural network
that predicts the risk of depression in a person using data
obtained using the motor control indicators testing system
(Haykin, 2006). All data are taken from the open database of
the Institute of Cytology and Genetics of the Siberian Branch
of the Russian Academy of Sciences (ICBrainDB dataset
https://icbraindb.cytogen.ru/api-v2).

A group of patients with depression was examined at the
clinic of the Scientific Research Institute of Neurosciences
and Medicine. The presence of major depressive disorder
was diagnosed by a psychiatrist during a closed interview
based on The International Statistical Classification of Di-
seases and Related Health Problems, 10th revision (ICD-10)
criteria. As a control group of healthy people, participants
who had never been treated in psychiatric clinics and had not
turned to psychiatrists for medical help were invited. All par-
ticipants in the control group denied having any neurological
or psychiatric diseases at the time of the examination or for
five years before the examination. In addition, all the survey
participants, both patients and control participants, denied the
presence of alcohol or drug addiction and the usage of other
psychoactive substances.

The main differences between artificial neural networks
and methods of mathematical statistics are parallel process-
ing of information and the ability to learn without a teacher,
in other words, to self-study (https://wiki.loginom.ru/articles/
normalization.html). Below, in the form of a table (Table 1),
the results of comparing neural networks and methods of
mathematical statistics according to the selected criteria are
presented.

Resistance to noise is an important indicator when work-
ing with a large number of parameters and at the absence of
explicit dependencies that we get from the data of the stop
signal paradigm. Self-study makes it possible to perform tasks
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without outside interference, which contributes to the search
for patterns between parameters.

The use of mathematical statistics methods in the search
for dependencies between the stop signal paradigm and the
risks of depression cannot fully detect their presence due to
the sensitivity of the methods to superfluous data, and even
more so they cannot further predict the risk of depression in
a person. Noise resistance and self-learning make usage of
neural networks not simply preferable, compared to mathe-
matical statistics, but necessary.

The neural network should accept a dataset consisting of
data obtained using the stop signal paradigm as input and
output the diagnostic result for the risk of depression.

The stop signal paradigm (SSP) is an experimental method
that allows us to evaluate a person’s ability to activate deli-
berate movements or suppress movements that have become
inadequate to external conditions. In modern medicine, SSP
is most often used to diagnose motor disorders, such as Par-
kinson’s disease or the consequences of a stroke. We sug-
gested that SSP can serve as a basis for identifying the risk
of developing affective diseases, including depression. The
neural network we are developing assumes a combination of
behavioral indicators such as: the number of missed answers,
the number of correct answers, the average time, the number
of correct stops. Such a set of indicators will provide increased
accuracy in predicting the presence of depression in a person.

The purpose of this work is to develop a neural network for
predicting the risk of depression according to the stop signal
paradigm. The artificial neural network implemented in the
work makes it possible to predict the risk of depression based
on the data obtained by registering the reaction to stimuli with
a stop signal.

Materials and methods

Implementation of a neural network. The following table
shows the technologies used for implementation along with
a rationale (Table 2).

The architecture of the model. To work with the model
and layers, the Sequential and Dense classes of the Tensor-
Flow were used.

The Sequential class is a sequential neural network archi-
tecture, which is equivalent to sequential layer invocation
(https://keras.io/api/layers/core_layers/dense/).
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Table 1. Comparison of neural networks and mathematical statistics
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Criteria Neural networks

Continuous development of algorithms

Methods of mathematical statistics

Require less computing power
than artificial neural networks

for building artificial neural networks

Table 2. Technology stack used

Technology

Data Processing library: Pandas is an open-source library that provides tools for working with
various data structures for the Python programming language (Vinogradova, 2012).The library

Rationale

At the moment, it allows easier and faster
work with neural networks than other
programming languages (e.g.: Java).
Supports a wide range of libraries

Allows to process the data formats
(comma- and tab-separated values)

was used for parsing experimental results and for further work with the dataset

Plotting library: matplotlib is a library for creating visualizations such as: histograms, bar charts, Selected for its capacity in constructing

error bands, coherence graphs and much more (lvanov et al., 2022).

histograms

The library was used to plot the loss during training and validation of the neural network,

the accuracy of training and validation

A library for interacting with artificial neural networks: Keras — a Python API

for the TensorFlow (https://keras.io/about/)

The Dense class implements the operation:
output = activation(dot(input, kernel) + bias), (1)
where activation is the element-by-element activation function
passed as an argument, kernel — is the matrix of all weights
created by the layer, bias — is the displacement vector created
by the layer (https://keras.io/api/layers/activations/).

Two layers were highlighted:

— layer x, that is, a layer for working with objects based on
input data with the exception of the category of the test;

— layer y, that is, a layer for working with answers based on
the category of the test subject.

To work with layer x, the relu activation function was used.
The relu function returns a number if it accepts a positive
argument, in other cases it returns 0 (https://matplotlib.org/
stable/index.html). To work with layer y, the sigmoid activa-
tion function was used, which is necessary for probabilistic
forecasting. Sigmoid activation function:

sigmoid(x) = m. )

CUCTEMHAA KOMIMbIOTEPHAA BUOJTIOTUA / SYSTEMS COMPUTATIONAL BIOLOGY

One of the most popular neural network
APIs

One of the most popular and easy to use
version control systems

For small values, the function returns a value close to 0, and
for large values, it returns close to 1, and the sigmoid always
returns from 0 to 1 (https://www.probabilitycourse.com/
chapter9/9 1 5 mean squared error MSE.php).

Data collection for training. In preparation for the deve-
lopment of the neural network, a balanced dataset was created
based on data obtained during the examination of healthy
people and patients with diagnosed depression.

The following inputs were highlighted:

— Missed — the number of missed responses from the test
subject;

— Right — the total number of correct answers from the test
subject;

— Av_time — average reaction time for the test subject during
the experiment;

— Stop — the number of correct ignores on the stop signal of
the test subject;

— Practice — the number of correct answers in the block

“Practice” at the test;
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Table 3. Selection of parameters on a balanced dataset

Computer neural network for the diagnosis of depression
on the basis of the stop-signal paradigm

Trials Validation Training Validation
accuracy accuracy
500 .......................... 02 .............................. 01_09 ....................... 09_0 ..........
1000 ........................ 02] .................................. 0 .................
200 .......................... 02 .............................. 01_09 ....................... 09_0 ..........
100 .......................... 021 .................................. 0 .................
1000 ........................ 01 ............................... 02_0821_0 .............
500 .......................... 01 ............................... 018_0811_0 .............
200 .......................... 0] ............................... 082 ............................ 0 .................
100 .......................... 01 ............................... 019_0811_0 .............
100 .......................... 005 ............................ 02_0791_0 .............
100 .......................... 002 ............................ 021_0781_0 .............

— Right_stop —the number of correct answers without taking
into account the stop signal;

— Incor_stop — the number of incorrect reactions to the stop
signal;

— Survive — the category of the test subject (healthy or diag-
nosed with depression).

Data preparation and normalization. Data normaliza-
tion is a procedure for preprocessing input data, in which the
values of the features forming the input vector are reduced
to a specified range. Normalization is necessary because the
initial values can vary over a large range and the operation
of a neural network with such data can lead to an incorrect
result (https://keras.io/api/models/). Normalization of data
to the range [0...1] is important for setting a single privilege
of features, in other words, for setting the same significance
for each feature, which will allow them to be compared with
each other in equal conditions.

All dataset inputs were selected for normalization, with the
exception of Survive, since this parameter is an estimate and
takes only two values: 0 or 1.

Network topology selection. Choosing the topology of an
artificial neural network is one of the most important stages
when using neural network technologies to solve practical
problems. The adequacy of neural network model training
directly depends on this stage (https://keras.io/api/models/
model training_apis/). Since we are faced with the task of
classification and it is important to find any hidden connec-
tions, we need each artificial neuron to be connected to other
neurons.

Based on the concepts of neural network types, a fully
connected type was chosen, since, as mentioned earlier, each
artificial neuron transmits its output to the rest of the neurons.

Experimental selection of training parameters. During
this stage of neural network development, it is necessary to
select optimal training parameters that will demonstrate the
best accuracy and loss indicators. Selection is carried out by
launching a neural network with possible parameters and a
test dataset.

776

Training Validation Conclusion

losses losses
................ 03_002_1D0e5n0tsatlsfy
................ 02_003_1D0esn0tsatlsfy
................ 03_002_08Doesn0tsatlsfy
................ 013_03045_08Doesnmsatlsfy
................ 031_002_067D0esn0t5at|5fy
................ 03_002_07D0e5n0t5at|5fy
................ 01_0045_07D0e5not5at|5fy
................ 035_001_07Doesn0tsatlsfy
................ 027_01502_045Doesnmsatlsfy
................ 03_02015_04D0esn0t5at|5fy

The following table (Table 3) shows the results of the ex-
perimental selection of training parameters, that is, the selec-
tion of the number of passes of the dataset from beginning to
end (epochs) and the amount of data for validation (valida-
tion_split) on a balanced dataset (50 % healthy, 50 % with
diagnosed depression, total 205).

Figure 1 demonstrates the accuracy of training and valida-
tion when training on a balanced dataset with a choice of
epochs = 500 and validation_split=0.2.

Thus, due to the lack of suitable parameters for further work,
it was decided to use an unbalanced dataset (65 % of healthy,
35 % with diagnosed depression, only 500).

The following table shows the results of experimental selec-
tion of training parameters on an unbalanced dataset (Table 4).

Figure 2 demonstrates the accuracy of training and valida-
tion when training on an unbalanced dataset with epochs =
= 5000 and validation_split=0.2.

Based on the results obtained, the number of passes from
the beginning of the dataset to the end (epoch) = 4000 was
selected, the amount of data for validation (validation_split) =
=0.2.

Neural network training. To ensure the correctness of
the artificial neural network, the sample was divided into two
parts: training data for training, verification data for checking
the operation of the neural network.

The compile and fit methods were used for training. The
arguments of the compile method are: optimizer, loss func-
tion, metrics, loss weights, list of metrics. In the fit method,
the arguments are: input data, target data, number of samples,
number of epochs, list of callbacks, amount of data for valida-
tion (https://pandas.pydata.org/pandas-docs/stable/).

Arguments used in the compile method:

* loss = “mse” — root-mean-square error:

E[(X~ X)] = E[(X - g(V))’], )

let X = g(Y) be an estimate of a random variable, given
the observation of a random variable Y (https://www.
journaldev.com/45330/relu-function-in-python);
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Fig. 1. An example of a graph of training accuracy and validation accuracy
when training on a balanced dataset.

Table 4. Selection of parameters on an unbalanced dataset
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Fig. 2. An example of a graph of training accuracy and validation accuracy
when training on an unbalanced dataset.

Trials Validation Training Validation
accuracy accuracy
1000 ....................... 01 ............................... 06_068 ..................... 09_085 .....

1000 ....................... 005 ............................ 09 .............................. 0 .................

1000 ....................... 02 .............................. 013_072 ................... 0_082 ........

3000 ....................... 02 .............................. 013_07 ..................... 0_08 ..........

4000 ....................... 02 .............................. 012_073 ................... 0_084 ........

Training Validation Conclusion

losses losses
"""""""" 02202 016015 Doesnotsatisfy
................ OogDoesnOtsatlsfy
................ 037_02045_0253t|5ﬁes
................ 037_019045_0253t|5ﬁes
................ 037_018045_0253“5ﬁe5

Note. 0 - with diagnosed depression, 1 — without depression.

 optimizer = “sgd” — gradient descent optimizer taking into
account momentum (https://keras.io/api/optimizers/sgd/);

* metrics = [“accuracy’].
Arguments used in the fit method:

* x — input data;

 y—the target data, that is, the estimate;

* epochs = “4000” — the number of epochs;

« validation_split= 0.2 —the amount of validation data used
in the training sample.

Checking the adequacy of training. Testing of the ade-
quacy of training is carried out on data that were not in the
training samples, in other words, new data for the neural
network are used.

The following table (Table 5) shows an example of a
sequence of values (PSurvived) obtained from the neural
network, taking into account the category of data.

CUCTEMHAA KOMIMbIOTEPHAA BUOJIOTUA / SYSTEMS COMPUTATIONAL BIOLOGY

Results

Technical tests. For technical tests of the neural network,
data from experiments on our system for testing human motor
control indicators (without expert assessment for depression,
that is, without clinical confirmation) were used, as well as
previously unused data that did not participate in the training
sample (with expert assessment).

The purpose of the technical tests is to study how the
developed neural network will cope with the classification
for the presence of risks of depression according to the stop
signal paradigm.

Input data. The following input data were selected for the
technical tests of the neural network:

» Unbalanced dataset (0.37 — with diagnosed depression,

0.63 — without depression);

* The maximum number of missed responses is 85;

777


https://keras.io/api/optimizers/sgd/

M.O. Zelenskih, A.E. Saprygin, S.S. Tamozhnikov
P.D. Rudych, D.A. Lebedkin, A.N. Savostyanov

Table 6. The results of the neural network

Computer neural network for the diagnosis of depression
on the basis of the stop-signal paradigm

No. Category of the subject The result Evaluation based on the neural network result

of the neural

network
"1 Without an expert assessment for the presence of depression 08637 Healhy
2» ........................................................................................................... 05195 .................. Hea|thy ................................................................................
3» ........................................................................................................... 06937 .................. Healthy ................................................................................
4» ........................................................................................................... 07821 .................. Healthy ................................................................................
5» ........................................................................................................... 07885 .................. Healthy ................................................................................
6» ........................................................................................................... 04915 .................. Presumedmkofdepress'on .............................................
7» ........................................................................................................... 08123 .................. Hea|thy ................................................................................
8» ........................................................................................................... 02868 .................. PresumEd”SkofdepreSSIon .............................................
9 Without an expert assessment for the presence of depression 07568 Heahy
10 Diagnosed withdepression o8 The risk of depression - corresponds to the category
11 ..... Healthy ................................................................................................ 09487 .................. Heahhy_correspondstothecategory ............................
12 Diagnosedwithdepression 03227 The sk of depression - corresponds to the category
13» ........................................................................................................... 03”4 .................. The”Skofdepressmn_CorrespondStOthecategory
14» ........................................................................................................... 02721 .................. The”SkofdepreSSKm_correspondstothecategory
15» ........................................................................................................... 02993 .................. The“Skofdepresswn_correspondStOthecategory

¢ The maximum total number of correct answers for the

test — 92;

* The maximum average time per experiment for a test sub-

jectis 750.0;

* The maximum number of correct ignores for a stop signal

from a test subject is 34;
¢ The maximum number of correct answers in the “Practice”

block in the test — 31;

* The maximum number of correct answers without taking

into account the stop signal is 65;

* The maximum number of incorrect reactions to the stop

signal is 35;

e The amount of data for validation is 0.2, the number of

epochs is 4000.

Test results. The following table describes the results of
the neural network with an estimate of the values obtained
(Table 6).

Thus, during the technical tests, the results of the neural
network were obtained, which demonstrate which category
(healthy/at risk of depression) the test subject belongs to. The
obtained indicators fully correspond to the diagnoses.

Conclusion

Based on the experimental data obtained using the stop signal
paradigm, a dataset was formed. The implementation of a
neural network for diagnosing the risk of depression according
to the stop signal paradigm has been developed and further
tested. Using the example of data with an expert assessment
for the presence of depression and data obtained using the
motor control indicators testing system, the accuracy of the
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neural network classification was shown. The test results in
the form of performance indicators of the neural network are
described below:

Indicator Meaning
Training losses 0.1657
Training accuracy 0.7821
Validation losses 0.2415
Validation accuracy 0.6667

The stop signal paradigm is commonly used to diagnose
motor disorders such as Parkinson’s disease, childhood hyper-
activity or post-traumatic disorders. Previously, the stop signal
paradigm was not used by anyone to diagnose depression. We
applied this technique in combination with neural network
methods and showed that the results of SSP make it possible
to efficiently classify people into patients with depression and
people without depression. It should also be noted that we did
not compare patients with depression with patients with other
non-depression-related neurological diseases. Therefore, at the
moment, it is not yet clear whether our method allows us to di-
vide patients with different disorders into different subclasses.
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